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Abstract Dose assessment in com-
puted tomography (CT) is challeng-
ing due to the vast variety of CT
scanners and imaging protocols in
use. In the present study, the accu-
rateness of a theoretical formalism
implemented in the PC program 
CT-EXPO for dose calculation was
evaluated by means of phantom
measurements. Phantom measure-
ments were performed with four 
1-slice, four 4-slice and two 16-slice
spiral CT scanners. Firstly, scanner-
specific nCTDIw values were mea-
sured and compared with the corre-
sponding standard values used for
dose calculation. Secondly, effective
doses were determined for three 
CT scans (head, chest and pelvis)
performed at each of the ten installa-
tions from readings of thermolumi-
nescent dosimeters distributed inside
an anthropomorphic Alderson phan-
tom and compared with the corre-
sponding dose values computed with
CT-EXPO. Differences between

standard and individually measured
nCTDIw values were less than 16%.
Statistical analysis yielded a highly
significant correlation (P<0.001) 
between calculated and measured 
effective doses. The systematic and
random uncertainty of the dose 
values calculated using standard
nCTDIw values was about −9 and
±11%, respectively. The phantom
measurements and model calcula-
tions were carried out for a variety 
of CT scanners and representative
scan protocols validate the reliability
of the dosimetric formalism consid-
ered—at least for patients with a
standard body size and a tube 
voltage of 120 kV selected for the
majority of CT scans performed in
our study.
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Assessment of a theoretical formalism 
for dose estimation in CT: 
an anthropomorphic phantom study

Introduction

Since its introduction by Hounsfield more than 30 years
ago, computed tomography (CT) has made tremendous
progress. After the introduction of single-slice spiral CT
(SSCT) into clinical practice in 1989 [1], the next con-
siderable advance was the development of multi-slice
spiral CT (MSCT) systems a few years ago. The result-
ing improvement in scanner performance has increased
the clinical efficacy of CT procedures and offered
promising new applications in diagnostic imaging [2–8].

On the other hand, data from various national surveys
have confirmed the growing impact of CT as a major
source of patient and man-made population exposure [9].
The levels of the dose for patients undergoing a CT pro-
cedure depend in principle on the required image quality
and on the extent of the body region to be scanned to
meet the specific clinical objectives. In practice, howev-
er, numerous factors relating to both the CT scanner and
the procedures in use have an influence on the imaging
process and thus on patient exposure. Since the effect of
these factors on radiation exposure is very complex,
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many of those who have to deal with CT in both hospi-
tals and private practices are in general not capable of
estimating the relevant quantity for risk assessment—the
effective dose—related to the various CT protocols used
in their facility and of optimizing scan protocols towards
dose reduction.

To overcome this problem, different software pack-
ages for dose calculation in CT have been developed
[10–15] based on Monte-Carlo data published by the 
National Radiological Protection Board (NRPB) in the
United Kingdom [16] or the Research Center for Envi-
ronment and Health (GSF) in Germany [17]. One of
these software tools—which is widely used because of
its flexibility and widespread applicability to nearly all
existing SSCT and MSCT scanners—is the dedicated PC
program “CT-EXPO” [15]. The algorithm implemented
in this program for dose calculation was originally de-
veloped and used to analyze data collected in two nation-
wide surveys on CT practice in Germany performed in
1999 and 2002 [18, 19].

It was therefore the aim of the present study to evalu-
ate the reliability and accurateness of the theoretical for-
malism implemented in CT-EXPO for dose assessment
by means of dose measurements performed at three body
regions (head, chest and pelvis) of an anthropomorphic
Alderson phantom on a variety of SSCT and MSCT
scanners for representative scan protocols.

Materials and methods

Theoretical formalism for dose calculation

The algorithm used for dose calculation has been described in de-
tail elsewhere [20] and is thus only shortly summarized in this
subsection.

The calculation of the effective dose E (in mSv) for a single
CT scan is based on the equation:

(1)

with CTDIair the well-known CT dose index free-in-air (in mGy),
i.e., the dose on the axis of rotation of the scanner, and f(z) the
scanner-specific conversion factor between CTDIair and E for a
single 10-mm-thick slice placed at the axial position z within the
scan region zL≤z≤zU in an anthropomorphic model mimicking 
either a male or female patient. p is the pitch factor defined as the
ratio of table movement per gantry rotation and beam collimation
N×hcol with N the number of slices acquired simultaneously and
hcol the nominal slice (or detector) collimation during data acquisi-
tion. For the calculation of the effective dose, tissue weighting
factors developed by the ICRP from a reference population of
equal numbers of both genders and a wide range of ages were used
[21]. In the definition of the effective dose they apply to either
gender.

In practice, a convenient assessment of CTDI can be made us-
ing a pencil ionization chamber with an active length of 100 mm.
This measurement is carried out either free-in-air (CTDIair) or—as
is usually done—at the center (CTDI100,c) and at the periphery
(CTDI100,p) of the standard head or body CT dosimetry phantom
[23]. On the assumption that the dose decreases linearly with the

radial position from the surface to the center of the phantom, the
average dose (in air) can be characterized by the weighted CTDI:

(2)

In contrast to this quantity, the normalized weighted CTDI:

(3)

with Qel the radiographic exposure (in mAs), is—for a given value
of the tube voltage and slice collimation—a scanner-specific quan-
tity that comprises the output characteristics of a given type of
scanner and thus can be used for further dose assessment. The re-
lation between CTDIw and CTDIair depends on the scanner type
used for the examination and on the dosimetry phantom consid-
ered. For the purpose of dose estimation, the ratio of both quanti-
ties is defined for the standard head (H) and body (B) CT dosime-
try phantom [22]

(4)

respectively.

With these definitions, Eq. 1 can be rewritten as:

(5)

with the scanner-specific average conversion
factor over the scan length 

Unfortunately, scanner-specific conversion factors are not
available for most of the CT scanners and the vast variety of scan
parameters applied in clinical routine. Therefore, conversion fac-
tors determined for a standard CT scanner (fmean,st) are used and
corrected properly. The standard conversion factors fmean,st are de-
rived from organ-specific conversion factors calculated by Zankl
et al. for the anthropomorphic mathematical models ADAM
(length of trunk, 70 cm; length of neck and head, 24 cm) and EVA
(length of trunk, 66 cm; length of neck and head, 23 cm) by means
of Monte-Carlo calculations for the CT scanner SOMATOM DRH
(Siemens) working without beam shaping filter at a voltage of
U=125 kV and a filtration of 2 mm aluminum and 0.2 mm copper
[17, 23]. These calculations take all relevant absorption and scatter
processes into account. Corrections are performed according to:

(6)
where kCT is a correction factor taking into account differences in
scanner geometry, beam filtration and the effect of beam-shaping
filters. Correction factors kCT are determined following the con-
cept presented by Shrimpton et al. [24].

Moreover, since for many scanners nCTDIw,H/B is not known for
all voltages and slice collimations applied in clinical routine, this
quantity is calculated from a reference value nCTDIw,H/B,ref deter-
mined for a voltage Uref and a slice collimation href applying appro-
priate correction factors:

(7)

The factor kOB, correcting for differences in slice collimation
and for overbeaming effects, is determined analytically using the
scanner specifications given in Table 1 according to:

(8)

where dz, the overbeaming parameter, is equal to the width (in z
direction) of the rectangle, which is obtained by combining the
penumbra triangles at both edges of the dose profile at the detector
array.

With these approximations, the effective dose for a CT exami-
nation can be calculated according to Eqs. 4–8 on the basis of (1)
the scan parameters hcol, p, L, Qel, and U used and (2) representa-
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tive values for PH/B, nCTDIw,H/B,ref, kOB, kCT, and fmean,st stored in a
look-up table characterizing the type of scanner and the body 
region considered. In the present study, effective doses were first
calculated separately for the adult mathematical phantoms ADAM
and EVA and were then averaged.

Phantom measurements

To experimentally evaluate the complex dosimetric formalism 
described, measurements were performed at ten different CT 
scanners installed in hospitals: four 1-slice, four 4-slice and two
16-slice systems. Table 1 summarizes the manufacturers and mod-
els of these scanners along with the scanner-specific parameters
used for dose calculation. At each CT installation, two different
kinds of phantom measurements were carried out:

Firstly, scanner-type specific nCTDIw values were determined
for both the head and body mode using the reference values Uref
and href given in Table 1. To this end, a standard head (∅=16 cm)
or body (∅=32 cm) CT dosimetry phantom made of PMMA (CT-
HB 3216, Wellhöfer, Schwarzenbruck, Germany) was placed on
the patient table and positioned exactly in the center of the gantry
[20]. CTDI values were measured within both phantoms at the
center (CTDI100,c) and at four positions at the periphery (1 cm be-
low the surface at 3, 6, 9 and 12 o’clock; CTDI100,p) by inserting a
pencil-shaped air ionization chamber with an active length of
100 mm (DCT 10, Wellhöfer) into cylindrical holes drilled parallel
to the longitudinal axis of the phantoms. The chamber was proper-
ly calibrated by a secondary standard dosimeter laboratory for ra-
diation quantities (PTW; Freiburg, Germany). Readings were per-
formed with a dosimeter (Solidose 400 CT, Wellhöfer) connected
to the chamber and expressed in terms of air kerma [22]. At each
chamber position, dose measurements were repeated between four
and six times to reduce the effect of overscanning occurring with
some systems and to estimate the standard deviation of CTDI100,c
and CTDI100,p. Based on this data, the normalized weighted dose
index nCTDIw and the corresponding uncertainty were calculated
according to Eqs. 2, 3 and the rules for the propagation of errors
[25].

Secondly, dose measurements were performed with an anthro-
pomorphic whole-body Alderson RANDO phantom (Alderson 
Research Laboratories, Inc., Long Island City, NY) consisting of a
human skeleton embedded in plastic material that is radioequiva-
lent to soft tissue (length of trunk, 68 cm; length of neck and head,

23 cm). The phantom is transected into transaxial cross-sections
(thickness, 2.5 cm) with holes drilled on a 3-cm×3-cm grid. The
holes were plugged either by tissue-equivalent pins or by holder
pins for thermoluminescent dosimeters (TLDs). Dose measure-
ments were performed with lithium fluoride (TLD-100; Bicron-
Harshaw, Cleveland, OH) rods (size, 1×1×6 mm3) and chips (size,
3.2×3.2×0.9 mm3). The TLDs were calibrated for absorbed dose in
water using conventional X-ray equipment with a tube potential of
120 kV and a filter of 5 mm aluminum to approximate the radia-
tion quality of CT scanners. This is an appropriate approach since
the mass energy absorption coefficient for soft tissues differs by
less then 4% from the corresponding value for water at an effec-
tive energy of 60 keV [26]. (The resulting error in the dose esti-
mated for bone surface can be neglected, because this quantity
contributes to the effective dose only with a tissue weighting fac-
tor of wT=0.01). Individual calibration, annealing and read-out of
the TLDs were performed following a standard procedure [27].
Reading of individual TLDs did not differ by more than 3% from
the mean value of the complete group consisting of several hun-
dred chips and rods, when irradiated under the some exposure
conditions. For each measurement at the Alderson phantom, 100
TLD rods were suitably distributed inside and more than 83 TLD
chips at the surface of the phantom to sample the non-uniform
dose distribution.

To determine the position of the TLDs in the Alderson phan-
tom for dose assessment in the relevant tissues and organs, digital
images of gross anatomical sections of the “visible human” [28]
were matched to the size of the 36 transaxial cross-sections of the
Alderson phantom using structures of the skeleton as landmarks.
The size and position of the relevant organs were then transferred
to transparent paper, which was fixed on the corresponding phan-
tom sections. For smaller organs, equivalent doses were obtained
by taking the mean of the dose values recorded by the TLDs with-
in the specified organs. In contrast, equivalent doses for extended
organs (lung, skin, bone and red bone marrow) were estimated us-
ing specific weighting factors for the various cross-sections of the
Alderson phantom similar to the approach presented by Huda and
Sandison [29]. Finally, the effective dose E was calculated from
the tissue and organ equivalent doses using the above-mentioned
ICRP-60 tissue weighting factors.

At each CT installation, three different body regions of the
Alderson phantom (head, chest and pelvis) were scanned applying
typical protocols of the particular hospital. The scan parameters of
the 30 CT examinations carried out are given in Table 2 along
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Table 1 Summary of characteristic performance parametersa for four single-slice and six multi-slice CT systems used for dose calcula-
tion in this study

Manufacturer Scanner Abbr. N Uref href dz Head mode Body mode
(kV) (mm) (mm)

nCTDIw,H PH kCT nCTDIw,B PB kCT
(mGy/mAs) (mGy/mAs)

General Electric LX/i G-1 1 120 10 0 0.152 0.66 0.80 0.072 0.31 0.65
Philips Tomoscan AV P-1 1 120 10 0 0.150 0.75 0.90 0.080 0.40 0.80
Siemens Somatom Plus 4 S-1 1 120 10 0 0.146 0.82 1.00 0.083 0.47 1.00
Toshiba XVision T-1 1 120 10 0 0.162 0.63 0.80 0.065 0.30 0.65
General Electric Lightspeed QX/i G-4 4 120 5 3.0/4.0b 0.182 0.64 0.80 0.094 0.39 0.80
Philips Mx8000 Quad P-4 4 120 5 1.7 0.130 0.75 0.90 0.067 0.39 0.80
Siemens Volume Zoom S-4 4 120 5 1.7 0.200 0.76 0.90 0.083 0.49 1.00
Toshiba Aquilion T-4 4 120 8 3.0 0.189 0.67 0.80 0.107 0.30 0.65
Philips Mx8000 IDT P-16 16 120 1.5 3.0 0.130 0.75 0.90 0.067 0.39 0.80
Siemens Sensation 16 S-16 16 120 1.5 3.0 0.190 0.76 0.90 0.070 0.41 0.80

a Definition of scanner parameters: N, number of simultaneously
acquired slices; Uref, reference voltage for nCTDIw,H/B; href, slice
collimation for nCTDIw,H/B; dz, width of penumbra; nCTDIw,H/B,

normalized CTDIw for head or body mode; PB/H, phantom factor
for head or body mode; kCT, scanner-specific correction factor.
b Value depends on focal spot size.



with the number(s) of the cross-section(s) of the Alderson phan-
tom, the middle of which was at the center of the scanned regions.
In order to estimate the uncertainty in the effective doses derived
from the TLD measurements at the Alderson phantom, two mea-
surements (head region at the scanner P-1 and pelvic region at the
scanner S-4) were repeated after some weeks. Furthermore, for
each of the 30 examinations performed at the Alderson phantom,
the effective dose was computed with CT-EXPO (version V1.3,
Hamburg/Hannover, Germany; module “calculate”) using both the
standard nCTDIw values tabulated in the program (cf. Table 1) and
the nCTDIw values measured at the particular scanner.

Correlation and error analysis

Statistical comparisons were performed using the program pack-
age SigmaStat (version 2.03; SPSS Science Software, Erkrath,
Germany). Correlation between random variables X and Y was
tested at a significance level of P=0.05 by calculating Spearman’s
rank correlation coefficient rS.
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To quantify the functional relationship between two random
variables X and Y for which a sample of N pairs of data (xn, yn) is
available (such as measured and standard nCTDIw values or mea-
sured and calculated effective doses), a regression line through the
origin was computed by the method of weighted least squares. Ac-
cording to this approach, the best estimate for the slope α of the
regression line is:

(9)

where the weighting factors wn=1/σn
2 are defined by the unequal

uncertainties σn in the dependent data yn [25]. To analyze the 
relationship between measured and standard nCTDIw values, a 
constant error model was assumed, which means that the uncer-
tainty in the data can be approximated by an error term with an
unknown but constant variance. Contrarily, a linear error model
was used for the analysis of the calculated effective doses, i.e.,

, where δy defines the relative uncertainty.
The adequacy of these idealized error models was tested by a 
residual analysis of the sample data.

Table 2 Summary of scan parameters used at ten spiral CT systems for the examination of the head, chest and pelvic region of the
Alderson phantom

Region Scannera Scan parametersb Positionc Effective doses

U (kV) Qel (mAs) hcol (mm) p L (cm) Ecalc (mSv) EAlderson (mSv)

Headd G-1 120 300 3/7 1.0 13.5 3/4 1.6 1.7
P-1 120 500/400 3/7 1.66/1.43 13.8 3/4 1.4 1.4/1.4e

S-1 120 278 2/8 1.0 15.0 3/4 1.6 1.6
T-1 130/120 450/250 5/7 1.0 13.1 3/4 1.8 2.0
G-4 120 200 4×5 0.75 15.0 3/4 1.9 2.0
P-4 120 219 4×2.5 0.875 15.0 3/4 1.3 1.5
S-4 120 182 4×2.5 0.65 14.3 3/4 2.2 2.5
T-4 120 300 4×2 1.375 14.3 3/4 1.9 2.2
P-16 120 365 16×0.75 1.0 14.4 3/4 1.9 2.1
S-16 120 191 16×1.5 0.425 14.8 3/4 3.1 3.7

Chest G-1 140 120 7 1.5 29.1 15 4.0 3.9
P-1 120 175 7 1.43 27.0 15 4.1 3.7
S-1 120 150 5 1.5 27.8 15/16 3.8 3.3
T-1 120 200 7 1.43 28.0 14/15 4.3 4.7
G-4 120 104 4×5 1.5 27.8 15 2.8 3.8
P-4 120 87.5 4×2.5 0.875 27.3 14/15 3.1 3.9
S-4 120 56.3 4×2.5 0.75 27.2 15 2.8 2.7
T-4 120 100 4×5 0.75 30.0 14 7.6 8.0
P-16 120 81 16×0.75 0.9 32.0 15/16 3.5 4.3
S-16 120 120 16×1.5 1.0 30.0 15/16 4.0 4.9

Pelvis G-1 120 160 7 1.5 22.8 30 3.3 3.5
P-1 120 200 5 1.4 19.2 31 4.1 3.8
S-1 120 165 8 1.5 20.4 30/31 3.6 3.2
T-1 120 200 10 1.5 20.7 30/31 3.6 3.9
G-4 120 200 4×5 1.5 19.5 30/31 4.7 5.5
P-4 120 225 4×5 0.625 26.3 30 12.8 15.6
S-4 120 124 4×2.5 0.75 19.5 30/31 5.4 5.2/5.4e

T-4 120 125 4×5 0.75 19.5 31 8.3 10.7
P-16 120 135 16×0.75 0.9 19.9 30/31 4.3 4.5
S-16 120 160 16×1.5 1.0 20.0 30/31 4.1 4.4

For each examination, the effective dose calculated using the scan-
ner-specific nCTDIw values summarized in Table 1 is given along
with the corresponding value determined from TLD measurements
at the Alderson phantom. The scan parameters are typical for the
facilities at which the CT measurements were performed and are
not necessarily recommended by the manufacturers.
a Abbreviations are defined in Table 1.

b Definition of scan parameters: U, tube voltage; Qel, electrical cur-
rent-time product; hcol, slice collimation; p, pitch; L, scan length.
c Number of cross-section(s) of the Alderson phantom, the middle
of which was positioned at the axial center of the CT system.
d Head examinations were carried out at SSCT scanners with dif-
ferent protocols for cerebellum/cranial base and upper brain.
e Result of repeat measurement.
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The relative systematic deviation between the two variables X
and Y is given by:

(10)

whereas the random uncertainty in the dependent variable Y,
which characterizes the spread of the sample data around the fitted
regression line, is given by

(11)

for the constant and the linear error model, respectively. It should
be noted that these formulas are derived under the assumption that
the random uncertainty in the independent variable X can be ne-
glected with respect to those in the dependent variable Y. Whereas
this was an adequate approximation for error analysis of the calcu-
lated dose values because (δE, Alderson/δE, calc)2«1 (see below), the
uncertainty in the measured nCTDIw values could not be neglected
in comparison with the uncertainty in the corresponding standard
values. Since the uncertainties in the random variables X and Y are
independent in the latter case, an effective uncertainty in the de-
pendent variable Y

(12)

was estimated, where σx is the random uncertainty in the variable
X [25].

Results

As described above, dose assessment in CT is based on
scanner-specific nCTDIw values. For the 10 CT scanners
investigated in this study, the measured nCTDIw values
are presented in Fig. 1a,b for the body and head mode
compared to the corresponding standard values used in
the software package. Uncertainties in the measured
nCTDIw values were dominated by systematic differences
in the dose values determined at the four peripheral phan-
tom positions due to a varying influence of table attenua-
tion and overscanning. The average error in the measured
values was σCTDI=0.006 mGy/mAs. Differences between
standard and individually measured nCTDIw values were
less than 16%. Statistical analysis demonstrated a highly
significant correlation between measured and standard
nCTDIw values (P<0.001, rS=0.940, α=1.023). According
to Eqs. 10, 12, a linear regression analysis (Fig. 1c) yield-
ed a systematic error in the standard nCTDIw values used
for dose calculation of εCTDI=+2.3% and a random uncer-
tainty of mGy/mAs.

Figure 2 shows, as a representative example, the posi-
tion of the three body regions within the Alderson phan-
tom scanned with a 4-slice CT scanner. The correspond-
ing “pelvic region” of the mathematical model ADAM
defined for dose calculation is indicated in Fig. 3. Com-
parison of the images presented in Figs. 2, 3 reveals a
substantial source of error in CT dosimetry and thus in
our study design: although the size of the anthropomor-
phic Alderson phantom lies exactly between that of the
mathematical models ADAM and EVA, the two models

Fig. 1 Assessment of the standard nCTDIw values used for dose
calculation for the 10 CT systems listed in Table 1. Scanner-spe-
cific comparison of standard with individually measured (mean ±
standard deviation) nCTDIw values for a the body and b head
mode. c Linear least squares fit through the origin of both the
body and head mode data. Please note that two data points over-
lap
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and phantoms have a rather different internal configura-
tion. As a consequence, tissues and organs with different
tissue weighting factors may be partly in the scan region
of the phantom, but not of the model or vice versa.
The effective doses calculated for the 30 CT procedures
summarized in Table 2 are plotted in Fig. 4 vs. the corre-
sponding dose values determined experimentally on the
basis of TLD measurements at the Alderson phantom.
Repetition of the TLD measurement at the head and chest
region of the Alderson phantom after some weeks at two

different scanners resulted in a difference in the deter-
mined effective doses of less than 4% (δE, Alderson≈4%).
Deviations between calculated and measured doses were
less than 32% for the sample data. Statistical evaluation
indicated that the use of standard nCTDIw values (Fig. 4a;
P<0.001, rS=0.931, α=0.912) does result only in a slight-
ly inferior correlation between calculated and measured
effective doses than the use of the individually measured
nCTDIw values (Fig. 4b; P<0.001, rS=0.950, α=0.909).
From the two regression lines shown in Fig. 4a,b, the 
following partitioning of the total uncertainty into a sys-
tematic and random component was derived: εE

standard=
−8.8%, δE

standard=11.3% and εE
individual=−9.1%, δE

individual=
10.5%. It should be noted that for a given CT examina-
tion the calculated and the measured effective dose
( and EAlderson, respectively) is directly
proportional to the radiographic exposure chosen for the
scan and the individually measured nCTDIw value. Due 
to this fact, the estimated uncertainties εE

individual≡εcalc and
δE

individual≡δcalc are independent from these parameters
(cf. Eqs. 10, 11) and thus reflect the reliability of the 
corrections performed by the calculation algorithm ac-
cording to Eqs. 6, 7, 8 and the accurateness with which
the anthropomorphic mathematical models ADAM and
EVA approximate the human body or (in our investiga-
tion) the Alderson phantom. The same holds true for the
ratio which is plotted in Fig. 5
for each of the 30 CT examinations performed. Whereas
the ratios calculated for the four SSCT scanners are dis-

Fig. 2 Position of the three partial-body regions within the anthro-
pomorphic Alderson phantom scanned at a 4-slice CT scanner 
(S-4). a Sagittal scout of the head, b coronal scout of the chest and
c coronal scout of the pelvic region

Fig. 3 Size and internal configuration of the anthropomorphic
mathematical models EVA (left) and ADAM (right) used for dose
calculation. The partial-body region marked corresponds to the 
region within the Alderson phantom shown in Fig. 2c
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tributed around the nominal value of RE=1, the ratios for
the six MSCT scanners are consistently too low.

To estimate exposure to the embryo from a CT exami-
nation of a female patient conducted (unintentionally) in
the very early stages of pregnancy, the uterine dose is 
often used as a surrogate. The uterine doses calculated
for the female anthropomorphic mathematical model
EVA using both the standard and individually measured
nCTDIw values for the 10 CT examinations of the pelvic
region are plotted in Fig. 6 vs. the corresponding uterine
doses determined from the TLD measurements at the
Alderson phantom. The dosimetric formalism overesti-

mates the uterine dose by about 25% in average, when
standard nCTDIw values are used for dose calculation.

Discussion

The major challenge in assessing radiation exposure of
patients undergoing a CT procedure is the vast variety of
CT scanners and imaging protocols in use at both hospi-
tals and private practices. In the dosimetric formalism in-
vestigated in the present study, dose calculation is per-
formed on the basis of actual scan parameters together
with representative correction factors characterizing the
type of CT scanner used and the body region irradiated.
A similar approach of CT scanner matching is used for
dose assessment by the NRPB and the Medical Devices
Agency group on “Imaging Performance Assessment of
CT Scanners (ImPACT)” [11, 30].

The basic quantity for dose assessment is the scanner-
specific normalized weighted CT dose index nCTDIw,
which comprises the output characteristics of a given
type of scanner. Standard values for this quantity are
provided by the manufacturers with the specification that
the values determined at individual scanners of the par-
ticular scanner model do not differ by more than ±20%.
This could be verified by our phantom measurements at
ten different types of CT scanners, which yielded a max-
imum deviation between standard and measured nCTDIw
values of 12 and 16% for the head and body mode, re-
spectively. (Note: the scanner-specific nCTDIw values
used for dose calculation in the software package CT-
EXPO are not always identical to those indicated at the
CT console).

Fig. 4 The statistical relation between calculated and measured
effective doses for CT examinations of the head, chest and pelvic
region carried out at ten different CT systems (cf. Table 1) using
facility-specific scan protocols (cf. Table 2). Dose calculation was
performed with a the standard nCTDIw values listed in Table 1 and
b the individual nCTDIw values measured with each scanner (cf.
Fig. 1). The solid lines give the result of a weighted least squares
fit through the origin

Fig. 5 Ratio computed for the 30 CT
measurements summarized in Table 2. The data characterize the
reliability of the various corrections performed in the dosimetric
formalism and the accurateness with which the anthropomorphic
mathematical models ADAM and EVA approximate the Alderson
phantom (cf. Figs. 2, 3)



in total, representing a wide range of radiographic expo-
sures, beam filtration, beam shaping filters, scanner ge-
ometries, overbeaming parameters, slice collimations
and pitch factors. Nevertheless, statistical analysis yield-
ed a highly significant correlation (P<0.001) between
computed and measured effective doses, regardless of
whether the standard or the individually measured
nCTDIw values were used for dose calculation. As com-
pared to the TLD measurements, however, calculated ef-
fective doses were systematically lower by about 9%.

Figure 5 reveals that systematic differences are gener-
ally larger for MSCT as compared to SSCT scanners.
This is partially due to the fact that the dosimetric algo-
rithm neglects the effect of “overranging.” This effect re-
sults from the need to acquire data from above and be-
low the actual scan volume for data interpolation. To
which extent the length of the scan is increased depends
on various factors, which are often not obvious. At least,
overranging is determined by the total collimation,
N·hcol, and the pitch factor. It should also depend on
whether a 180 or 360°-type interpolation algorithm is
used. Overranging is more pronounced with MSCT scan-
ners when wide collimations, such as 4×5 mm or
16×1.5 mm, are used, which are markedly larger than the
slice collimations employed by SSCT scanners [31]. For
the types of MSCT scanners and scan protocols consid-
ered in this study, the systematic error due to overrang-
ing should typically be less than 5% and should not ex-
ceed 10%. Another simplification, which should be tak-
en into account, is the kind of scanner matching em-
ployed in the software. As mentioned above, scanner
matching is achieved via the scanner factors kCT, which
are arranged in steps of up to 20%. Consequently, “ran-
dom” errors in the order of up to ±10% may occur.

Since CT examinations on pregnant patients also re-
sult in an exposure to the unborn, they are not carried out
routinely without overriding clinical indications. Never-
theless, inadvertent exposure to the embryo from a CT
examination conducted in the very early stages of preg-
nancy may occur [9]. Figure 6 provides evidence that the
dosimetric formalism under investigation gives conser-
vative estimates of the uterine dose, which is often used
as a surrogate for the embryonal dose.

The description of the dosimetric formalism presented
in this paper reveals that there are two major sources of
uncertainties: Firstly, uncertainties in the standard
nCTDIw values (systematic component, +2.3%; random
component, 0.010 mGy/mAs) and, secondly, errors
caused (1) by the correction algorithms described by
Eqs. 6, 7, 8, (2) by the crude approximation of the hu-
man body (respective: the Alderson phantom) by the an-
thropomorphic mathematical models ADAM and EVA
(cf. Figs. 2, 3) and (3) by the resultant uncertainties in
the definition of the scan region in the mathematical
models. Based on the sample data presented in Fig. 4b,
the uncertainty introduced by the three latter mentioned
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The relevant quantity for risk assessment and opti-
mization of examination protocols is the effective dose,
which depends not only on the CT scanner and the scan
parameters used, but also on the body region examined.
To evaluate the accurateness of dose estimation using the
dosimetric formalism under consideration, measure-
ments were performed with the anthropomorphic whole-
body Alderson phantom with ten different CT scanners.
The range and complexity of the performance evaluation
was further increased by using typical scan protocols of
the hospitals involved for the examination of the head,
chest and pelvis instead of predefined standard proto-
cols. Thus, 30 different measurements were carried out

Fig. 6 Statistical relation between calculated and measured uter-
ine doses determined for ten CT examinations of the pelvic region
carried out at different CT systems (cf. Table 1), using facility-
specific scan protocols (cf. Table 2). Dose calculation was per-
formed with a the standard nCTDIw values summarized in Table 1
and b the individual nCTDIw values measured at each scanner (cf.
Fig. 1). The solid lines give the result of a weighted least squares
fit through the origin
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effects can be divided into a systematic and a random
component of −9.1% and ±10.5%, respectively. On the
reasonable assumption that the two major sources of ran-
dom errors discussed are independent with respect to the
CT examination of an individual patient at any scanner
of a particular model, the resulting relative random un-
certainty in the effective doses derived from the standard

nCTDIw values is [25]. For an
average nCTDIw value of 0.120 mGy/mAs, this formula
gives an uncertainty of 13.4%, which agrees quite well
with the random uncertainty of derived
directly from the regression analysis shown in Fig. 4a.
However, it should be mentioned that the presented error
analysis holds only for patients with a body size similar
to that of the Alderson phantom or of the mathematical
models ADAM and EVA.

In the future, a substantial advance in dose assess-
ment of patients undergoing a CT examination may be
reached by using voxel models, which tend to cover indi-
vidual anatomies, as the basis for numerical dosimetry
by means of Monte-Carlo simulations, instead of crude
mathematical models that approximate the complex anat-
omy of the human body only very roughly. At present,
two pediatric and five adult voxel phantoms of both 
sexes, different ages and stature have been derived from
high-resolution CT or MR images [32].

Finally, a limitation of the methodological approach
used in the present study should be mentioned: the eval-
uation of the dosimetric formalism described is based on
a comparison of effective doses calculated and measured
for scan protocols frequently used for patient examina-
tions in ten different hospitals. Despite this variety of
users, however, nearly all measurements were performed
with a tube voltage of 120 kV. One thus cannot rule out
the possibility that somewhat larger errors in the calcu-
lated dose values may occur when scans are carried out

with much lower or higher tube voltages (e.g., 80 or
140 kV).

From a radiation hygienic point of view, the large dif-
ferences in the effective doses determined for the various
examination protocols are striking. For example, there is
a factor of nearly five between the lowest and highest ef-
fective dose determined for CT scans of the pelvis. This,
however, is of no relevance for the present study, since
we did not investigate image quality in relation to patient
exposure, but rather compare measured and calculated
effective doses for protocols currently in use. A reduc-
tion of radiation exposure to patients may be achieved in
the future due to the establishment and use of diagnostic
reference levels and the use of low-dose scan protocols
for a variety of clinical examinations [33–36].

In conclusion, the phantom measurements and model
calculations performed in this study for a variety of
scanners validate the reliability and accurateness of the
dosimetric formalism described—at least for CT proto-
cols frequently used in clinical routine. Error analysis
yielded a systematic and random uncertainty of about −
9 and ±11%, respectively, for the effective doses calcu-
lated using standard nCTDIw values. Beyond the actual
scope of the present investigation, the extensive TLD
measurements with the Alderson phantom that are re-
ported can also serve as a reference data set for the eval-
uation of alternative approaches for dose assessment in
CT. To this end, the relevant scanning parameters are
summarized in detail for each of the 30 CT scans carried
out along with the corresponding effective dose and the
length and center of the scan region within the Alderson
phantom.
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